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What’s SMF worth to you?

SMF records are critical to parts of your business 

Can you afford to have SMF records lost?

Are you avoiding creating certain likely-useful SMF records 
because of the concern that doing so might result in losing other 
records? 

– Writing SMF data to logstreams will help
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Overview 

z/OS images are getting larger and faster
– More CPs, more real storage, more jobs run

– Resulting in more SMF data to record!

SMF data set recording has not kept pace 
– Still uses modern technology from 20 years ago:

• Individual, small writes (CI-sized) 
• No striping 
• VSAM ICIP (requiring no secondary extents, and explicitly cleared 

MANx data sets)
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Overview 

SMF recording limitations can cause data to be lost when:
– I/O to active dataset is held up 

– All MANx datasets full (i.e. dump required)

– Across MANx dataset “switch” processing 
• Heavy recording can overrun buffers while processing switch

SMF Dump Program must read every record …
1. To dump records from MANx data set to QSAM data

2. To copy and build GDGs

3. When filtering 

IBM Training

© 2010 IBM Corporation6

Overview

Solution:
– Enhance SMF to record to System Logger log streams

• Data buffered in multiple data spaces (1 per log stream),
– Increases buffering capacity 
– Prevents data going to one log stream from interfering with data going to 

another
• Data written to log streams by multiple tasks (1 per log stream), 

– Increases write rate
– Eliminates single point of failure (writer SRB)

• Allow data to be partitioned to log streams as it is created
– Records can be recorded to multiple log streams

– Create new dump program to read log streams
• Provide new OUTDD parameters that reduce the need for reprocessing data 
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Overview

Benefits:
– System Logger captures data faster than MANx datasets

– No I/O during switch processing to cause data overrun 

– SMF Dump program reads data in specified logstream(s) only
• Not all data at once
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Scalability 

SMF data written to log streams will enhance Scalability in two 
ways:
1. Utilize System Logger to improve the write rate and increase the volume 

of data that can be recorded
– System Logger utilizes modern technology (Coupling Facility, Media 

Manager) to write more data at much higher rates than SMF’s “MANx”
dataset allows

2. Reduce processing time as less filtering needed by dump program
• Provide better management of the data by separating different record types 

into a number of different logstreams
• Providing keywords on the OUTDD keyword of dump program that allow data 

to be “read once, written many”

– Use of log streams for SMF data is optional.  Existing “MANx” function 
continues to exist for customers satisfied with this functionality
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Overview: Current SMF Data Flow

Record

Program

Program requests to write a SMF 
record
Locates appropriate buffer in SMF 
A.S. to write the record
When ready to write, writes full 
buffers to the SMF dataset

Note:  Each buffer is numbered to 
correspond to a particular record 
in the SMF dataset
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Current SMF data flow

SMF 
Dump 

RoutineAfter full dataset switched with 
empty dataset:

Run dump routine to copy 
data for archiving to GDGs
Ready SYS1.MANx for reuse
Installation can choose to 
dump different records to 
different datasets

SYS1.MANx GDG - Archive

GDG - Archive
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SMF Data Flow
Another view

SYS1.MANA SYS1.MANB SYS1.MANC SYS1.MAND

Today’s dataIFASMFDP – MOD to the Day’s data

Daily GDG
IFASMFDP – MOD to DAILY GDG

WeeklyGDG
IFASMFDP – MOD to Weekly GDG

Perf Data

IFASMFDP – extract specific record 
types for use

Audit data Security data Billing data ICFRU data

IBM Training

© 2010 IBM Corporation12

Overview: SMF Data Flow using log streams

Record

Program

Program requests to write a 
SMF record
SMF locates correct 
dataspace
Locates appropriate buffer to 
write the record
If full, buffer passed to task 
to be written to logstream
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Usage & Invocation

The support is invoked by:
– Define new logstreams in system logger

• See “Setting up a Sysplex” for documentation 

– Defining new keywords in SMFPRMxx:
LSNAME(IFASMF.q1.q2,TYPE(xx:yy))
DEFAULTLSNAME(IFASMF.q1.q2)
RECORDING(DATASET|LOGSTREAM)

– SETSMF operator command can be used to toggle recording 
settings (for fallback, as an example)

– Creating new JCL to use IFASMFDL with new logstreams

– Update processes to use data from logstreams, if necessary
• Ex. Automate periodic “Switch SMF” commands to drive new SMF Dump 

program
– Activate PARMLIB changes via IPL or SET SMF=xx command
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Usage & Invocation

Called by:
– Any function recording SMF data, no change to programs 

writing SMF data

New/Changed External Output
– New messages:  IFA7xx messages, instead of IEE360, etc.

– Notable messages:  
• IFA710I LOGSTREAM PARAMETERS WILL NOT BE USED DUE TO 

ERROR.
• IFA711I LOGSTREAM PARAMETERS ARE IN EFFECT
• IFA718E – LOGSTREAM IFASMF.aaaa UNAVAILABLE, 

RC=xxx,RSN=yyy DATA BEING BUFFERED, TIME=time
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Usage & Invocation (examples)

Using logstreams, you can:
– Write data to a DASDONLY logstream, simply replacing 

SMF SYS1.MANx datasets
– Use DEFAULTLSNAME(IFASMF.xxx) or  

LSNAME(IFASMF.xxx,TYPE(0:255)) to specify logstream
– Run new SMF Dump Program to archive data 

Value
1. Simplest approach to using logstreams
2. Better performance using logstream vs. SMF data sets
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Usage & Invocation (examples)

A more sophisticated approach is also possible…
– Write data to a logstream on a ‘task oriented’ basis

– Record Types (30,70:72,99) to one log stream 
(eg. IFASMF.PERF.DATA)

– Record Types 30,80:81,83 to another log stream
(eg. IFASMF.AUDIT.DATA)

– Record DB2 data (Type 101) to a third stream
(eg. IFASMF.DB2.DATA)

– And use the DEFAULTLSNAME keyword to record all other record 
types.
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SMF Dump Program for Logstream - IFASMFDL        

Differences between IFASMFDP and IFASMFDL
– IFASMFDL does not support CLEAR or any DELETE function

– IFASMFDL requires SYSIN DD

– IFASMFDL requires DATE parameter within the SYSIN DD to be 
effective

• You don’t want to read the whole log stream each and every time!
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Usage - Example 1

Run new SMF Dump program to dump performance data 
with out reading other data

//AHMAD1 JOB MSGLEVEL=(1,1),MSGCLASS=A                          

//**

//*  Function:  Dump SMF records from a log stream

//**                                                            

//DUMPMAN  EXEC PGM=IFASMFDL                                    

//OUTDD1   DD  DSN=AHMAD.JUSTONE.DATA,DISP=(NEW,PASS,DELETE),   

//    UNIT=SYSDA,VOL=SER=DEPT32, 

//    SPACE=(CYL,(5,1),RLSE),DCB=(LRECL=32760,RECFM=VBS,BLKSIZE=32756)  

//SYSPRINT DD  SYSOUT=*                                         

//DUMPOUT  DD  DUMMY                                            

//SYSIN    DD  *                                                

LSNAME(IFASMF.PERF.DATA)                           

OUTDD(OUTDD1,TYPE(72),START(0000),END(2400))                 

DATE(2007011,2007017) 
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Usage - Example 2

Run new SMF Dump program to dump from multiple 
logstreams

//AHMAD2 JOB MSGLEVEL=(1,1),MSGCLASS=A,NOTIFY=AHMAD             

//***   

//*  Function:  Dump SMF records from 4 Log streams

//**                                                            

//DUMPMAN  EXEC PGM=IFASMFDL                                    

//OUTDD1   DD  DSN=AHMAD.ALLDATA,DISP=(NEW,PASS,DELETE),      

//    UNIT=SYSDA,VOL=SER=DEPT32,                                

//    SPACE=(CYL,(5,1),RLSE),DCB=(LRECL=32760,RECFM=VBS,BLKSIZE=32756)  

//SYSPRINT DD  SYSOUT=*

//DUMPOUT  DD  DUMMY                                            

//SYSIN    DD  *                                                

LSNAME(IFASMF.AUDIT.DATA)                           

OUTDD(OUTDD1,START(0000),END(2400))

LSNAME(IFASMF.PERF.DATA)                           

OUTDD(OUTDD1,START(0000),END(2400))
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SMF Data Flow – cont’d
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for application use (Example 1)

ICFRU data

IFASMFDL – can extract records from all 
streams for archive (Example 2)

Weekly GDG
archive

One week’s data



07/28/10

(c) 20010 IBM Corporation 11

IBM Training

© 2010 IBM Corporation21

Usage & Invocation (examples)

Tune logstream parameters via logger interfaces
– Update the storage class specified to alter attributes of offload and 

staging data sets.

– Set Retention period (RETPD) for Performance data to 90 days, 
and auto-delete after that time

– Set Retention period for Audit data to 7 years (2562 days) with 
auto-delete set to Yes.

– Alter the LOWOFFLOAD and HIGHOFFLOAD values to ensure 
that Logger will offload data from the Logger CF structure in a 
timely manner.
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Another Example
A feature in the SMF Dump Program for log streams allow you 
to partition output data based on date, time, SMF id (SID)

//DUMPMULT JOB MSGLEVEL=(1,1),MSGCLASS=A                        
//**************************************************************
//*  Function:  Dump SMF records from a Logstream
//**************************************************************
//DUMPMAN  EXEC PGM=IFASMFDL                                    
//OUTDD1 DD  DSN=SYS1.SMFDATA.REC4.SY1(+1),DISP=(NEW,PASS,DELETE),
//         UNIT=3390,VOL=SER=D72CT3,SPACE=(CYL,(5,1),RLSE),
//         DCB=(LRECL=32760,RECFM=VBS,BLKSIZE=4096)
//OUTDD2 DD  DSN=SYS1.SMFDATA.REC4.SY2(+1),DISP=(NEW,PASS,DELETE),
//         UNIT=3390,VOL=SER=D72CT3,SPACE=(CYL,(5,1),RLSE),
//         DCB=(LRECL=32760,RECFM=VBS,BLKSIZE=4096) 
//SYSPRINT DD  SYSOUT=A                                         
//DUMPOUT  DD  DUMMY                                            
//SYSIN    DD  *

LSNAME(IFASMF.MULTSYS.STREAM1)
OUTDD(OUTDD1,TYPE(4),START(0000),END(2400),SID(SY1))
OUTDD(OUTDD2,TYPE(4),START(0000),END(2400),SID(SY2))
DATE(2007011,2007011) 
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Usage & Invocation (examples)

Value:
1. Segment data according to purpose

2. Reduce reprocessing

3. Record more data than previously 

24

SMF Processing

• Relative date processing in IFASMFDL intended to mirror 
typical GDG processing

• New RELATIVEDATE keyword
– Specify DAILY,WEEKLY,or MONTHLY range and number 

of units

• IFASMFDL LSNAME OPTIONS to dump and/or delete data 
from logstream (vs. waiting for retention period to expire)

• SMFPRMxx MAXDORM to apply to SMF log streams (in 
addition to dataset recording)
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SMF Processing

26

Usage and Invocation
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Usage and Invocation
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Dependencies

No Hardware Dependencies

Software Dependencies
– Major emphasis on leaving SMF data set (MANx) path intact

– Also emphasis on maintaining end user data view
• Record data from IFASMFDL should be indistinguishable from 

data from IFASMFDP
– Expected hits to ISV code that uses “live” SMF data 

(i.e. programs that read MAN datasets rather than using 
output from SMF Dump program)
• Check with ISVs that use the SMF data sets in this way
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Migration & Coexistence Considerations

SMF MAN datasets can still be defined in SMFPRMxx

Recording can work to logstream or dataset, but not both!
– SETSMF command can toggle environment for new exploitation or 

for fallback, but buffered data may be lost if it could not be written

A robust exploitation of new function may require business 
process updates!  

– e.g, will Billing Department find required data in same datasets?  

Coexistence :
– Logstreams can be single system (DASDONLY) or CF-based

– When CF-based, be sure each system has a unique SMF “SID”
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Installation

Prerequisites for installation
– Use IXCM2APU to create log streams for SMF

• Decide on retention periods, CF vs DASDONLY, staging/offload dataset 
size, etc.

• Recommend using staging data sets for early implementers
– Use CFSIZER to plan size of CF Structures:

• Consider data from recent IFASMFDP summaries to determine current 
data volume

• Consider how long data should be retained in CF 
– If size too small, logger will have to offload frequently

• Consider the Logger “HIGHOFFLOAD” specification 
– HIGHOFFLOAD(80) means 20% of structure space will be “white 

space”, intended to hold records while offloading during peak 
recording 

• Future re-planning exercises can use SMF Type 88 record data
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Log Stream in a Coupling Facility
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DASD Only Log Stream
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IXCMIAPU – Define CF Logstream
//STEP1    EXEC PGM=IXCMIAPU                            

//STEPLIB  DD   DSN=SYS1.MIGLIB,DISP=SHR                

//SYSPRINT DD   SYSOUT=*                                

//SYSABEND DD   SYSOUT=*                                

//SYSIN    DD   *                                       

DATA TYPE(LOGR) REPORT(YES)                        

DEFINE STRUCTURE NAME(LOGGER_SMF)    LOGSNUM(2)         

DEFINE LOGSTREAM NAME(IFASMF.ALLSYS.DATA)               

STRUCTNAME(LOGGER_SMF)                   

LOGGERDUPLEX(UNCOND)                     

DUPLEXMODE(UNCOND)                       

STG_DUPLEX(YES)                          

STG_DATACLAS(MVSLOGR)                    

LS_DATACLAS(MVSLOGR)                     

LS_SIZE(500000)                          

HLQ(LOGGER)                              

HIGHOFFLOAD(85)                          

LOWOFFLOAD(0)                            

AUTODELETE(YES)                          

RETPD(2)                                 
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Installation

Prerequisites for installation
– Ensure sufficient SMS storage for peak recording/offload datasets

• Consider data retention vs. available DASD pool
– RETPD and AUTODELETE(YES) parameters will help ensure that old 

data is discarded when no longer needed

• Consider using separate LS_DATACLAS if concerned about DASD 
consumption

• Having different data classes can help ensure that one application does 
not monopolize the DASD pool 
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SMFPRMxx – SYS1.PARMLIB
Be sure to plan for fallback to datasets in the event of problems !
Add the LSNAME/DEFAULTLSNAME keywords

ACTIVE                      /*ACTIVE SMF RECORDING*/           

BUFSIZMAX(0800M)            /* MAXIMUM BUFFER SIZE */          

DSNAME(&SYSNAME..MAN1,&SYSNAME..MAN2,&SYSNAME..MAN3,&SYSNAME..MAN4)

LISTDSN                     /* LIST DATA SET STATUS AT IPL*/   

NOPROMPT                    /*DON'T PROMPT THE OPERATOR  */    

DEFAULTLSNAME(IFASMF.ALLSYS.DEFAULT)                            

LSNAME(IFASMF.ALLSYS.DATA,TYPE(100:255))                       

RECORDING(LOGSTREAM)

INTVAL(05)                  /* SMF GLOBAL RECORDING INTERVAL */

MEMLIMIT(50G)               /* LIMIT ABOVE THE BAR        */   

SYNCVAL(45)                 /* GLOBAL SYNC VALUE             */

REC(PERM)                   /*TYPE 17 PERM RECORDS ONLY*/      

MAXDORM(3000)               /* WRITE AN IDLE BUFFER AFTER 30 MIN*/ 

STATUS(010000)              /* WRITE SMF STATS AFTER 1 HOUR*/  

JWT(0030)                   /* 522 AFTER 30 MINUTES*/          

SID(&SYSNAME(1:4))          /* USE SYSNAME AS SID     */       

SYS(NOTYPE(32,99),                                             

EXITS(IEFACTRT,IEFUTL,IEFUSI,IEFU83,IEFU84,IEFU29),        

INTERVAL(SMF,SYNC),NODETAIL)                               

/* WRITE ALL RECORDS EXCEPT TYPE 32 (TSO RECORDS), TAKE THE    

36

SMFPRMxx – SYS1.PARMLIB
ACTIVE                      /*ACTIVE SMF RECORDING*/            

BUFSIZMAX(0800M)            /* MAXIMUM BUFFER SIZE */          

DSNAME(&SYSNAME..MAN1,&SYSNAME..MAN2,&SYSNAME..MAN3,&SYSNAME..MAN4)

LISTDSN                     /* LIST DATA SET STATUS AT IPL*/   

NOPROMPT                    /*DON'T PROMPT THE OPERATOR  */    

DEFAULTLSNAME(IFASMF.ALLSYS.DEFAULT)                            

LSNAME(IFASMF.ALLSYS.DATA,TYPE(100:255))                       

RECORDING(LOGSTREAM)

INTVAL(05)                  /* SMF GLOBAL RECORDING INTERVAL */

MEMLIMIT(50G)               /* LIMIT ABOVE THE BAR        */   

SYNCVAL(45)                 /* GLOBAL SYNC VALUE             */

REC(PERM)                   /*TYPE 17 PERM RECORDS ONLY*/      

MAXDORM(3000)               /* WRITE AN IDLE BUFFER AFTER 30 MIN*/ 

STATUS(010000)              /* WRITE SMF STATS AFTER 1 HOUR*/  

JWT(0030)                   /* 522 AFTER 30 MINUTES*/          

SID(&SYSNAME(1:4))          /* USE SYSNAME AS SID     */       

SYS(NOTYPE(32,99),                                             

EXITS(IEFACTRT,IEFUTL,IEFUSI,IEFU83,IEFU84,IEFU29),        

INTERVAL(SMF,SYNC),NODETAIL)                               

/* WRITE ALL RECORDS EXCEPT TYPE 32 (TSO RECORDS), TAKE THE    
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Performance

32563436338736224643Tot dasd I/O 
rate

3530.461760.401762.651741.021776.33SMF size in 
MB

298.3298.12298.12298.12298.12SMF avg. rec
length

34472.7117199.6217221.5417010.2317355.19SMF data 
logging rate 

(rec/sec)

149324918799047482769SMFLOGR
# of req

86.95%86.34%87.05%86.19%86.56%CPU%

Mult. 
Logstreams
and type 30, 
100:102 
duplicated

Mult. 
Logstreams
and type 30 
duplicated

Split across
3 
logstreams

Using 1 log 
stream 

Base run 
with SMF 
MANx data 
sets

SMF Logger study using Trade6 on a z9 system with 16CPs (single image)

99.9% of the SMF records were type 102 records
Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment.  The actual throughput that any 

user will experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the 
workload processed.  Therefore, no assurance can  be given that an individual user will achieve throughput improvements equivalent to the performance ratios stated here. 
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Summary

Using new SMF function, you can:

– Increase the speed and capacity of SMF recording

– Decrease the reprocessing required for SMF data using 
keywords available in new IFASMFDL dump program
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Appendix 

Publication References
– SA22-7630 MVS System Management Facilities (SMF) 

– SA22-7592 MVS Initialization and Tuning Reference 

– SA22-7625 MVS Setting Up a Sysplex

– SA22-7593 MVS Installation Exits

– SA22-7627 MVS System Commands

– SA22-7637 MVS Messages, Volume 7 (IEE messages)

– SA22-7638 MVS Messages, Volume 8 (IFA messages)

– SQ24-6898 System Logger Redbook

IBM Washington Systems Center – White Papers
– z/OS SMF Recording with MVS Logger – WP101130

– Migrating SMF from Data Set Recording to Log Stream Logging – WP101271
• Available at: www.ibm.com/support/techdocs


